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Abstract: Transcriptome assembly using next-generation sequencing data is an 
important step in a wide range of biological studies at the molecular level. The 
quality of computationally assembled transcriptomes affects various downstream 
analyses, such as gene structure prediction, isoform identification, and gene 
expression analysis. However, the actual accuracy of assembled transcriptomes is 
usually unknown. Furthermore, assembly quality depends on various factors 
such as the method used, the parameters (for example, k-mers) used with the 
method, and the transcript to be assembled. Users often choose an assembly 
method based solely on availability without considering differences among meth-
ods, as well as choices of the parameters. This is partly due to the lack of suitable 
benchmarking datasets. In this chapter, we provide a review of computational 
approaches used for transcriptome assembly (genome-guided, de novo, and 
ensemble), factors that affect assembly performance including those particularly 
important for plant transcriptomes, and how the transcriptome assembly perfor-
mance can be assessed. Using examples from plant transcriptomes, we further 
illustrate how simulated benchmark datasets can be generated and used to 
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compare the quality of transcriptome assemblies and how the performance of 
transcriptome assemblers can be assessed using various metrics. 

Keywords: benchmarking; isoform; plants; simulation; transcriptome assembly

INTRODUCTION

A transcriptome is the entire set of transcripts in a cell. The content of a 
transcriptome varies between cell types and developmental stages. Understanding 
the content of transcriptomes and tracking their spatial and temporal 
differentiation is important when we study the mechanisms of cellular 
differentiation, carcinogenesis, and gene regulation. RNA-sequencing (RNA-
seq) is a transcriptome profiling technology that utilizes high-throughput 
next-generation sequencing. The majority of RNA-seq data are generated from 
the complementary DNAs (cDNAs) converted from messenger RNAs (mRNAs) 
by using the Illumina short-read sequencing platform (1, 2). More recently, 
long-read and direct-RNA sequencing has also become available for RNA-seq 
using third-generation sequencing platforms, such as Pacific Biosciences 
(PacBio) and Oxford Nanopore (ONT) (3). 

RNA-seq provides a quantitative snapshot of a transcriptome of the cells at a 
given time point. RNA-seq data can be used to reconstruct transcriptomes and 
also to analyze differential gene expression and differential splicing of mRNAs. 
However, many challenges remain in assembling transcripts correctly using the 
available assembly algorithms (4). Sequencing errors and the presence of repeti-
tive sequences are often the cause of mis-assembly of transcripts. Shared exon 
regions and different expression levels among alternatively spliced transcripts 
(isoforms) make the identification and quantification of genes and isoforms chal-
lenging for transcriptome assembly and quantification tools (5). For many plant 
species, polyploidy adds another level of complexity for transcriptome assembly. 
The high sequence similarity among sub-genomes, duplicated genes, and iso-
forms all make the de novo transcriptome assembly a significant challenge (6, 7). 

In the following sections, we first review three transcriptome assembly strate-
gies: genome-guided, de novo, and ensemble. Next, we describe how the tran-
scriptome assembly performance can be evaluated. We discuss the advantages of 
using simulated benchmark data instead of actual data and outline how such 
simulated benchmark transcriptome datasets can be generated. Finally, we dem-
onstrate how transcriptome assemblies generated from different methods can be 
compared and how the transcriptome assembly quality can be evaluated using 
simulated plant transcriptomes with varied complexity.

TRANSCRIPTOME ASSEMBLY STRATEGIES

Transcriptome assembly is a process of reconstructing the complete set of full-
length transcripts from RNA-seq data, which often include tens of millions of 
short-read sequences. Genome assembly methods cannot be used for transcrip-
tome assembly due to drastically varied sequencing depth among transcripts 
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(due to gene-expression variation), strand-specific experiments with RNA-seq, 
and existence of isoforms. For transcriptome assembly, genome-guided or refer-
ence-based assembly methods are preferred when a high-quality reference 
genome is available (2, 8). De novo or reference-free transcriptome assembly 
methods do not require reference genomes. These methods are particularly use-
ful for non-model organisms where high-quality reference genomes are often 
not available (9–11).

Genome-guided approach

The genome-guided approach of transcriptome assembly makes use of a genome 
sequence while reconstructing the transcripts (12). These approaches first map the 
sequenced reads to the reference genome using a splice-aware aligner such as 
TopHat2 (13), HISAT2 (14), or STAR (15). The mapping information is then used 
to construct a graph that represents the splice junction of the transcripts (splice 
graph). The final transcripts are extracted by traversing the graph. Bayesembler (16), 
Cufflinks (17), StringTie (18), and Scallop (19) are some examples of commonly 
used genome-guided assembly tools. To handle the presence of introns in the 
genome, the aligners take splice-junction sites into consideration and allow split-
mapping where one part of a read is mapped to one exon and another part to another 
exon. One issue with using short reads is that they can be mapped to multiple loca-
tions in the genome due to the existence of repetitive sequences or highly similar 
duplicated genes. The read-mapping strategies used by different aligners handle 
such ambiguities differently (20). The techniques used to construct the graph and 
the contig sequences from the mapping information are also different among the 
methods. Selection of aligners and assembly methods, therefore, has a significant 
impact on the assembly results. The availability of a high-quality reference genome 
is also necessary for accurate assembly. If the read sequences and the reference 
genome are not from the same strain of the same species, the resulting divergence in 
the read and reference sequences could also cause assembly mistakes. 

Cufflinks is one of the most widely used genome-guided transcriptome assem-
blers (17). It can be used not only to assemble transcripts but also to estimate their 
abundance and to test differential expression. Cufflinks constructs an overlap 
graph based on the alignments of the overlapping reads on the genome. Transcripts 
are identified by traversing the minimal paths that cover all alignments in the 
graph (each path represents a different isoform). Since Cufflinks performs tran-
scriptome assembly and expression-level estimation separately, it does not con-
sider transcript abundance when finding the minimal set of transcripts. StringTie 
simultaneously assembles transcripts and estimates their expression levels (18). 
From the clusters of reads mapped to the genome, it creates a splice graph for 
each cluster. It then traverses the splice graph to construct transcripts. For each 
transcript, it creates a flow network to estimate its expression level using an opti-
mization technique known as the maximum flow algorithm. This information is 
iteratively used to update the splice graph. Scallop, a more recent genome-guided 
tool, also creates a splice graph from the clustered reads mapped on the genome 
(19). It preserves phasing paths using the reads that span more than two exons. 
By iteratively decomposing each splice graph, it reduces false transcripts. By 
incorporating phasing information, Scallop achieves improved assembly of multi-
exon transcripts and lowly expressed transcripts. 
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De novo approach

The de novo approach of transcriptome assembly reconstructs transcript 
sequences from short reads without using a reference genome. Most of the 
de novo transcriptome assembly techniques use the de Bruijn graph based on 
k-mers (21), which include Trinity (22, 23), IDBA-Tran (24), SOAPdenovo-
Trans (25), and rnaSPAdes (26). A k-mer of a sequence is a subsequence of 
length k, that is, k consecutive nucleotides. During the assembly process, each 
sequence is decomposed into all possible fixed size k-mers. The nodes or vertices 
of a de Bruijn graph are represented by the k-mers. An edge is created between 
two nodes if the corresponding k-mers have a suffix-prefix overlap of length k-1, 
that is, the last k-1 nucleotides of one k-mer exactly match with first k-1 nucleo-
tides of the other k-mer. Two consecutive k-mers of a sequence, therefore, can be 
represented as two nodes with an edge between them. Thus, a de Bruijn graph 
represents a set of reads as each read induces a sequence of edges that joins a 
sequence of vertices, that is, a path. If two read sequences share a subsequence, 
then a common path is induced in the graph. If two read sequences have a suf-
fix-prefix overlap, then a single path is induced for both sequences. After a de 
Bruijn graph is constructed, different paths are traversed to generate the putative 
transcripts. Note that if the reads are derived from highly similar (but not identi-
cal) sequences, they create isolated nodes and loops, which affects the accuracy 
of the graph construction. Sequencing errors can also cause false k-mers (those 
containing erroneous nucleotides) to participate in the graph construction by 
creating false nodes. The false nodes either break the path or create a false path 
if overlapped with another k-mer. 

For de Bruijn graph-based assembly methods, the choice of the k-mer size 
plays an important role on the quality of the assembly, and also creates trade-offs 
between several effects (27). While short k-mers are expected to cover the original 
transcript fully and resolve the problems caused by errors in the sequences, they 
also create ambiguity because they can be shared among multiple transcripts. If 
repeats are longer than k, it creates forks in the graph, which causes the contig to 
break up. Longer k-mers, on the other hand, are expected to have higher chances 
of containing sequence errors. Errors in the k-mers cause the loss of overlap infor-
mation, which affects the accuracy of the de Bruijn graph construction. In reality, 
it is difficult to determine which k-mer size generates the optimal assembly for a 
given data using a given assembler. Different assemblers result in different sets of 
transcripts even if they are used with k-mers of the same size. When the same 
method is used with different k-mer sizes, assembly outputs can be also 
different. 

Trinity includes three modules: Inchworm, Chrysalis, and Butterfly (22, 23). 
Inchworm removes erroneous k-mers from the read sequences and then uses a 
greedy-extension based overlap method to assemble reads into contigs. Chrysalis 
clusters the contigs and constructs a de Bruijn graph for each cluster. Finally, 
Butterfly traverses the graphs to construct transcripts. SOAPdenovo-Trans is an 
extension of the SOAPdenovo2 genome assembler (25, 28). It uses the error 
removal methods of Trinity to remove edges representing the erroneous k-mers. 
The contigs extracted from the de Bruijn graphs are mapped to reads to build 
linkage between them, and the contigs are clustered into subgraphs based on the 
linkage information. Finally, each subgraph is traversed to generate the 
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transcripts. The default k-mer sizes for Trinity and SOAPdenovo-Tran are 23 and 
25, respectively.

IDBA-Tran uses a unique assembly strategy (24). It iterates k-mers from small 
to large k (k=20 to 60 in every 10 in default) to balance the advantages and limita-
tions of k-mer sizes. For each k-mer, it constructs a de Bruijn graph and then trav-
ers the graph to generate contigs. The results from different k-mer sizes are merged 
by including the contigs generated with smaller k-mers as part of the input in the 
next iteration with a larger k-mer. rnaSPAdes is an extension of the SPAdes genome 
assembler (26, 29). The de Bruijn graph used in SPAdes was modified for tran-
scriptome assembly to handle paired-end reads, uneven coverage, and multiple 
insert sizes. Similar to IDBA-Tran, iterative de Bruijn graph construction was used 
but with only two k-mer sizes (one small and one large) dynamically selected 
using the input read data information. 

Ensemble approach 

No single assembler is considered to be the optimal for a wide range of input data 
(8, 30). While it is possible to increase the true transcript reconstruction by 
combining the assembly results of multiple assemblers, this approach can also 
increase the number of mis-assembled transcripts. The ensemble approach of 
transcriptome assembly attempts to reduce the number of mis-assembled 
transcripts without removing correctly assembled transcripts. EvidentialGene 
(31) and the method proposed in (32) (we call this method “Concatenation”) 
merge multiple de novo assemblies and cluster contigs using either CD-HIT (33) 
or BLAST (34, 35) and select the representative sequences for the final assembly 
set. We previously reported a consensus strategy where multiple k-mers are 
considered for assembly and simple voting is used to select the contigs that are 
assembled by at least three out of four de novo assemblers for the final assembly set 
(8). TransBorrow (36) is an ensemble approach that combines the results from 
different genome-guided assemblers. TransBorrow first extracts reliable subpaths 
supported by paired-end reads from a splice graph. Transcripts assembled by mul-
tiple genome-guided methods are merged and colored graphs representing the 
merged transcripts are built. Reliable assembly subpaths are further extracted 
based on the number of assemblers that detected each subpath (transcript). After 
combining reliable assembly subpaths and reliable subpaths on the splicing 
graphs, the final transcripts are assembled.

HOW TO EVALUATE TRANSCRIPTOME ASSEMBLY 
PERFORMANCE

To evaluate the transcriptome assembly performance, quantification of the accu-
racy of assembled transcriptomes is necessary. Assembly performance metrics can 
be grouped into two classes: reference-free and reference-based. The reference-
based metrics are further grouped into those based on real biological data and 
those based on simulated benchmark data.
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Performance metrics without references

When high-quality reference sequences are not available to provide the ground 
truth, some assembly statistics can be used as reference-free performance statis-
tics. Some commonly used assembly statistics include: (i) number of contigs; (ii) 
median contig length (bp); and (iii) N50 (or Nx), a length-weighted median where 
the sum of the lengths (bp) of all contigs longer than the N50 (or Nx) is at least 
50% (or x%) of the total length of the assembly. 

rnaQUAST (37), for example, can be used to obtain these metrics. Higher 
values of N50 (Nx) indicate that a greater number of reads are overlapped to 
form longer contigs. In contrast to genome assembly, where longer contigs (for 
example, larger N50) indicate a higher quality assembly, a transcriptome 
includes transcripts with varied lengths. The longer contigs in a transcriptome 
assembly could also represent over-assembly or chimeric contigs. Therefore, for 
a transcriptome assembly, the length-based metrics are not always useful as 
accuracy measures (38). 

DETONATE provides a model-based score, RSEM-EVAL (39). It combines the 
compactness of an assembly and the support of the assembly from the RNA-seq 
reads into a single score based on their joint probability. Higher RSEM-EVAL 
scores indicate better assembly performance. 

TransRate (30) provides an assembly score, (v) as shown below, based on the 
four contig scores (i)–(iv):

(i)	 s(Cnuc): measures the extent to which the nucleotides in the mapped reads are 
the same as those in the assembled contig

(ii)	 s(Ccov): measures the proportion of nucleotides in the contig that have zero 
coverage

(iii)	s(Cord): measures the extent to which the order of the bases in contig are 
correct

(iv)	s(Cseg): measures the probability that the coverage depth of the transcript is 
univariate, which represents a single-transcript assembly, not a hybrid/chime-
ric assembly 

(v)	 TransRate assembly score (T): the geometric mean of the four contig scores 
multiplied by the proportion of RNA-seq reads that provide positive supports 
for the assembly (that map to the assembly)

Performance metrics using actual biological data

When the references (either genome or transcriptome sequences) are available, 
reference-based metrics can be calculated. rnaQUAST (37), for example, provides 
the gene-level metrics (for example, numbers of assembled genes, isoforms, or 
exons and their lengths) as well as the alignment metrics (for example, numbers 
of aligned, unaligned, or misassembled transcripts).

DETONATE provides a tool kit, REF-EVAL (39), which computes a number of 
reference-based scores including:

(i)	 Recall, Precision, and F1: calculated at contig or nucleotide-level (see the 
equations [3] - [5] below)
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(ii)	 KC (k-mer compression) score: measures the accuracy of the assembly based 
on the weighted k-mer recall and the compression ratio between the assembly 
and the RNA-seq data.

The quality of the assembly can be also evaluated based on the proportion of 
the predicted gene or protein sequences matched with those in the database of 
known genes or proteins. BUSCO (40), for example, provides a quantitative 
assessment of the completeness of an assembly in terms of the expected content 
of the lineage-specific gene dataset. The Benchmarking Universal Single-Copy 
Orthologs (BUSCO) is extracted from OrthoDB (41). Orthologous gene candi-
dates are searched at the protein level in the assembly and the results are sum-
marized into four categories: complete and single-copy, complete and duplicated, 
fragmented, and missing. In the comprehensive study reported in (42), these 
metrics were used to compare ten de novo assemblers using nine actual RNA-seq 
datasets.

Performance metrics using simulated benchmark data

Simulation can provide a way to generate benchmark datasets where the ground 
truth is known. This is advantageous over using actual biological data as the refer-
ence, where the ground truth cannot be known completely. For a transcriptome 
analysis, RNA-seq can be simulated to generate short reads derived from a set of 
transcripts whose sequences are known. The simulated reads are used with assem-
bly methods and the assembled contigs are compared with the original transcripts. 
This is also the only way where the information about the transcripts that are not 
assembled (missing transcripts) can be fully evaluated. 

A contig generated by an assembler is considered to be correctly assembled 
(positive) if the identical sequence is present in the reference transcriptome in the 
benchmark dataset. A contig is considered to be mis-assembled (negative) if the 
identical sequence is not present in the reference transcriptome in the benchmark 
dataset. Note that less stringent evaluation can be performed by using a lower 
threshold (< 100%) to identify positive contigs. It is also possible to use a protein-
level similarity instead of a nucleotide-level similarity to identify positive contigs. 
The test results are categorized as the following three outcomes: 

(i)	 True positive (TP): a correctly assembled contig
(ii)	 False positive (FP): a mis-assembled contig (including both partially correctly 

assembled and those with no similarity with the reference)
(iii)	False negative (FN): a benchmark transcript that is missing in the assembly

Note that true negative (TN) can be counted only if the benchmark dataset 
includes a negative transcript set (transcript sequences that do not belong to the 
reference set) and the assembly experiments are done including reads that are 
derived from negative transcripts. 

The performance of each assembler is evaluated by the following metrics: 

•	 Correct/incorrect ratio C/I
TP

FP
)( = � [1]
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•	 Accuracy or Accuracy*
TP TN

TP FP FN TN

TP

TP FP FN
=

+
+ + +

=
+ +

� [2]

•	 Recall or Sensitivity
TP

TP FN
)( =

+
� [3]

•	 )(=
+

= −Precision   1 False Discovery Rate FDR
TP

TP FP
� [4]

•	 F measure F or F
2( )

2( )1

TP

TP FP FN
)(− =

+ +
� [5]

In the equations above, TP, FP, TN, and FN are the numbers of instances in 
those categories. As shown in the equation [2], when TN is not counted, Accuracy 
cannot be calculated. In such cases, we define a modified accuracy (Accuracy*) 
without using TN.

The higher C/I shows that among the assembled contigs (predicted positives) 
there are more correctly assembled contigs (TP) than mis-assembled contigs (FP). 
This is similar to Precision where the proportion of correctly assembled contigs 
(TP) is shown relative to all assembled contigs. Recall also shows the proportion 
of correctly assembled contigs (TP) but relative to the number of transcripts in the 
reference (actual positives). Accuracy (or Accuracy*) and F-measure are com-
bined metrics. F-measure is useful because it balances the concerns of Recall and 
Precision and does not require TN to be counted. 

All the above metrics can be calculated at both the nucleotide and protein 
sequence levels. Depending on the transcriptome assembly algorithms, the 5’ and 
3’-ends of contigs are defined differently. Such small differences at the 5’ and 
3’-ends could have significant effects on the TP counts. By using the protein-level 
accuracy, this issue can be avoided. However, the performance metrics can also be 
affected depending on how the gene-prediction algorithm used to identify the 
open reading frame (ORF) from each contig works. 

Although the assembly performance metrics calculated using simulated bench-
mark datasets are expected to provide better evaluation of the performance of 
transcriptome assemblers, challenges remain on how biologically realistic the 
simulation of RNA-seq data can be. If the read distribution and sequencing errors, 
for example, are not modeled properly, assemblers may perform well on simulated 
data but poorly on real data or vice versa. 

HOW TO GENERATE SIMULATED BENCHMARK 
TRANSCRIPTOME DATASETS

To analyze the performance of transcriptome assemblies, each of the benchmark 
transcriptome datasets should include the annotated genome, the transcriptome 
from which simulated RNA-seq is performed, and the RNA-seq data. In this 
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section, we first briefly describe the methods that can be used to simulate RNA-
seq. We then discuss protocols to generate simulated benchmark datasets. 

RNA-seq simulation methods

There are several tools that can simulate RNA-seq with short-read sequencing 
using the Illumina platform and/or third-generation long-read sequencing using 
the PacBio SMRT and ONT MinION platforms (43). Many short-read simulators 
developed for benchmarking transcript abundance and differential expression 
tools, such as RSEM (44), SimSeq (45), SPsimSeq (46), and seqgendiff (47), 
model the error distribution and changes in transcript expression found in real 
RNA-seq datasets. This modeling can include sequence specific bias, such as pro-
ducing fewer GC-rich reads (48), as in an extension to Polyester (49). Some short-
read simulators, such as Flux Simulator (50), attempt to reconstruct each step of 
the library preparation and sequencing pipeline, mimicking the errors and biases 
introduced at each step. Long-read simulators, including PBSIM (51), LongISLND 
(52), Badread (53), and Trans-Nanosim (54), focus on identifying the statistical 
distribution of read lengths and errors within the reads, especially the prevalence 
of insertions or deletions, which are common in long reads but rare in short reads. 
Note that while Trans-Nanosim is the only long-read simulator specifically built 
for RNA-seq data, all of these simulators have been applied to introduce sequenc-
ing errors to model transcriptomic data. 

Examples of RNA-seq simulation

To illustrate how the RNA-seq simulation is done, for this example, we used Flux 
Simulator (50). To model a range of transcriptome complexity, six genomes from 
four plant species including both monocots (Oryza sativa and Zea mays) and dicots 
(Glycine max and Arabidopsis thaliana) were chosen. The reference genome each 
simulation was based is listed in Table 1. Using these genome sequences and gene 
annotations provided in .gff files, RNA-seq simulation was performed as follows:

(i)	 The expression profile was generated by Flux Simulator using the reference 
genome. Flux Simulator in default assigns random expression levels to genes 
and transcripts.

(ii)	 Fragmentation of the expressed transcripts was done using a uniform random 
distribution. For this example, the lengths were set to 300 bp ± 150 bp. The 
fragments ≥ 150 bp were retained. 

(iii)	For sequencing, the Illumina Hi-Seq sequencing profile, which models 
sequencing errors, insert size, and transcript coverage, was used to generate 
76 bp paired-end reads. For each transcriptome, a total of ~495 million reads 
were generated with more than 50X coverage for most transcripts.

(iv)	For the reference set of transcripts, those that are mapped with sequenced 
reads with no gap in the coverage were chosen. 

(v)	 ORFfinder (59) was used to identify the ORFs from each reference transcript, 
and the longest ORFs was chosen. 

(vi) After removing the redundant sequences, the benchmark transcriptome was 
obtained at both nucleotide and protein levels. 
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Existence of isoforms in transcriptomes can impact the assembly perfor-
mance. As shown in Table 1, a significant variation in the number of isoforms 
was incorporated among the six benchmark datasets. The Z. mays B73 dataset 
has the highest level of isoform complexity. It contains more than 35% of the 
genes with two or more isoforms and the maximum number of isoforms in a 
gene is 20. In contrast, the majority of the genes (93%) in the dataset based on 
another strain of maize, Mo17, have only one isoform (no alternative splicing). 
The A. thaliana No0 dataset has no multiple-isoform genes as the No0 reference 
transcriptome does not include isoform information, and hence each gene is 
represented by a single transcript. Although these datasets may not represent 
the actual distribution of isoforms in these plant genomes, they are useful for 
testing the impact of isoforms in transcriptome assembly. In addition to incor-
porating isoforms, simulated benchmark datasets can be generated incorporat-
ing different levels of ploidy. More details of these simulation protocols are 
found in (7, 60).

PERFORMANCE COMPARISON AMONG 
TRANSCRIPTOME ASSEMBLERS

In this section, we demonstrate how the performance among transcriptome 
assemblers can be compared using the simulated benchmark datasets prepared in 
the previous section. Before running transcriptome assemblers, the simulated 
reads need to be preprocessed. We used the following settings:

•	 Quality filtering using Erne-filter 2.0 (61) with minimum mean Phred quality 
20, ‘ultra-sensitive’ flag, and paired-end mode

•	 Read normalization using Khmer (62) with k-mer size of 32, an expected cov-
erage of 50X, and paired-end mode

We compared the transcriptome assembly performance among three 
genome-guided (Cufflinks, StringTie, and Scallop), four de novo (IDBA-Tran, 
SOAPdenovo-Trans, Trinity, and rnaSPAdes), and three ensemble (EvidentialGene, 
Concatenation, and the consensus approach) assemblers. For this analysis, perfor-
mance metrics were calculated at the level of protein sequences. The longest ORF 
was identified by ORFfinder from each contig, and the translated ORF sequences 
were compared against the translated benchmark transcriptome. A contig was 
considered correctly assembled only if its coded protein sequence was identical to 
one of the translated benchmark transcripts. 

Genome-guided approach

We used HISAT2 for aligning simulated short reads to their reference genomes 
before using the three genome-guided assemblers. To examine the effect of the 
reference genome for A. thaliana and Z. mays in addition to aligning each read 
set against the reference genome from which the simulated RNA-seq was per-
formed, it was also aligned against the genome of the different strain of the same 
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species. These results are shown as “same reference” and “different reference” in 
Table 1, respectively. The simplest test is the one with the A. thaliana No0 data-
set, which does not include multiple isoforms for any gene, assembled using the 
same No0 genome as the reference. Surprisingly, no genome-guided methods 
had an accuracy greater than 65%, with more than 25% of assembled contigs 
being incorrect (C/I ≤ 3). With more realistic isoform complexity, no method 
achieved an accuracy greater than 50%. With both of the Z. may datasets, more 
than half of assembled contigs were incorrect (C/I ≤ 1). When these genome-
guided methods were used with different references, although they are still from 
the same species, assembly performance deteriorated significantly: < 22% for the 
A. thaliana datasets and < 10% for the Z. mays datasets. For both Z. mays datas-
ets, only 1 in 6 contigs were found to be correctly assembled (C/I ≤ 0.2). It is 
notable that both Z. mays datasets generated lower quality assemblies compared 
to other datasets. A relatively lower quality of the Z. mays genomes may have 
contributed to the significantly poor performance of these assemblers with these 
datasets. 

The overlap between correctly and incorrectly assembled contigs among the 
assemblies generated by the three genome-guided assemblers is illustrated in 
Figure 1 (63). While each assembler generated a unique set of correct as well as 
incorrect contigs, ~70% or more of correctly assembled contigs were generated by 
all three assemblers. The exception was for the Z. mays B73 (37%) dataset. In 
contrast, the majority of incorrectly assembled contigs (62-87%) were uniquely 
generated by each assembler, and a very small number of contigs were incorrectly 
assembled by all three methods.

De novo approach

Each of the four de novo assemblers was run with the default parameters. As shown 
in Table 1, for all benchmark datasets, all de novo assemblers generated more 
contigs compared to genome-guided methods. However, their low accuracy 
(< 0.31) and C/I scores (< 0.63) indicate that the majority of contigs were incor-
rectly assembled. Trinity, followed by rnaSPAdes, performed better than other 
de novo assemblers for all datasets. Interestingly, while the de novo assemblers did 
not perform better than the genome-guided methods used with the same refer-
ences, the performance of the de novo assemblers was better than the genome-
guided methods when they were used with different references. Similar to the 
genome-guided assembly, the largest numbers (≥ 30% except 17% for the Z. mays 
B73 dataset) of the correctly assembled contigs were found in the group of contigs 
shared by all four de novo assemblers (Figure 2). Incorrectly assembled contigs 
were also found to be most likely assembled by individual assemblers uniquely 
and not shared with other assemblies.

Combining de novo assemblies generated using different k-mers

Since the optimum k-mer size for each transcript assembly varies, different 
sets of correctly assembled contigs are expected even when the same de novo 
method is used with different k-mer sizes. Therefore, by combining the results 
from multiple k-mers, we expect to find more contigs correctly assembled by 
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de novo assemblers. To illustrate this idea, we used multiple k-mer sizes for 
each of the four de novo assemblers and generated a “pooled assembly” by 
combining their results (the union set). The four pooled assemblies are com-
pared in Figure 3. Compared to Figure 2, the proportion of correctly 

Figure 1.  Numbers of correctly and incorrectly assembled contigs shared among the three 
genome-guided assemblers. Each genome-guided assembly was performed using the reference 
and the RNA-seq data from the same genome. Venn diagrams were generated using jvenn (63).
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assembled contigs shared by all four pooled assemblies increased significantly 
(≥ 55% except 36% for the Z. mays B73 dataset). Furthermore, only a very 
small proportion (≤ 10%) of the incorrectly assembled contigs were shared by 
two or more pooled assemblies.

Figure 2.  Numbers of correctly and incorrectly assembled contigs shared among the four de novo 
assemblers used with the default settings. Venn diagrams were generated using jvenn (63).
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Figure 3.  Numbers of correctly and incorrectly assembled contigs shared among the four pooled 
de novo assemblies. The following k-mers are used: for IDBA-Trans, k=20~60 with increment 
of 10; for SOAPdenovo-Trans and rnaSPAdes, k=19~71 with increment of 4; and for Trinity, 
k=15~31 with increment of 4. Venn diagrams were generated using jvenn (63).
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Analysis of k-mers used in assembled contigs

The k-mers of a contig that are not present in the benchmark transcriptome are 
considered to be false k-mers. When false k-mers are used for the de Bruijn graph 
construction in de novo assemblers, it generates incorrect contigs. To understand 
why the Z. mays B73 dataset generated poor assemblies regardless of the methods, 
we analyzed k-mers found in contigs assembled by the four de novo assemblers 
(Table 2). Compared to the assemblies generated from the Rice dataset, those 
generated from the Z. mays B73 dataset were represented by significantly lower 
numbers of true k-mers (the k-mers that are found in the benchmark transcrip-
tome). In any of the Z. mays B73 assemblies generated by the four methods, fewer 
than 50% of assembled contigs contained k-mers 90% or more of which were true 
(those found in the benchmark data). It appears that large numbers of false k-mers 
were included in the de Bruijn graph construction for the maize transcriptomes 
leading to the poor de novo assembly performance for this dataset.

Ensemble approach

We finally compared the assembly performance of all individual methods with the 
three ensemble approaches, EvidentialGene, Concatenation, and the aforementioned 
consensus approach (60). Both EvidentialGene and Concatenation over-assembled 
and accumulated incorrectly assembled contigs as shown in their significantly higher 
Recall compared to Precision (Figure 4). It indicates that these methods recover 
many transcripts correctly at the expense of having a disproportionally large number 
of incorrectly assembled contigs. The F-measure (the combined score of Recall and 
Precision) scored lower for EvidentialGene and Concatenation compared to indi-
vidual de novo assemblies for most of the datasets. It should be noted, however, that 
although many contigs retained by these ensemble methods are identified to be 
incorrect, they are still reported as highly similar (> 98%) to the benchmark tran-
scripts (60). The consensus approach consistently performed better than all the de 
novo assemblers for all datasets and achieved a performance similar to the genome-
guided assemblers without requiring good reference genomes. 

TABLE 2	 The k-mer analysis for the de novo assemblies 
using the Z. mays B73 and Rice datasetsa 

IDBA-Tran SOAPdenovo-Trans Trinity rnaSPAdes

[Rice]

% true k-mersb 96.09 97.56 98.89 55.27

% contigs with >90% true k-mersc 95.96 92.86 97.68 58.91

[Z. mays B73]

% true k-mersb 26.18 48.7 53.57 27.72

% contigs with >90% true k-mersc 15.23 47.6 38.7 21.81
aAll results are based on pooled assembly. 
bThe proportion (%) of the k-mers (k=31) found in the contigs that were also found in the benchmark transcripts 
(true k-mers).
cThe proportion (%) of the contigs where 90% or more of the k-mer found were true k-mers.
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Figure 4.  Comparison of transcriptome assembly performance among different methods. 
The simulated RNA-seq data (gray boxes) and the reference genome (for genome-guided 
methods; white boxes) used are shown at the top of each bar chart. The default k-mers were 
used for the de novo methods. At: A. thaliana, Zm: Z. mays.
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CONCLUSION

In this chapter, we show how availability of a high-quality reference genome 
affects the transcriptome assembly performance by the genome-guided approach. 
When such reference genomes are not available, as in the case for non-model 
organisms, de novo assemblers can achieve good performance. However, chal-
lenges due to isoform complexity, polyploidy, and optimal parameter selection 
remain. The most significant parameter in de Bruijn graph-based de novo assembly 
methods is the k-mer size. Ensemble approaches take advantage of pooling the 
de  novo assemblies based on different methods as well as multiple k-mers to 
increase the number of correct contigs without accumulating incorrect contigs. 
Among the three ensemble methods compared here, the consensus approach 
performed the best for all benchmark plant datasets tested. Finally, we note the 
importance of the simulated benchmarked datasets for assessment and improve-
ment of the performance of transcriptome assembly.
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