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Abstract: Over the past two decades, rapid advances in DNA sequencing tech-
nologies have allowed genome-wide interrogation of epigenetic features. The 
epigenome landscape encompasses a growing number of chemical properties of 
DNA and DNA-associated proteins; these properties are tissue-specific, distinctive 
for disease state and sensitive to environmental exposures. The epigenetic field 
has rapidly evolved from basic research investigations, aiming to understand the 
nature and function of epigenetic marks, to clinical and preclinical applications, 
where vast epigenetic information is used for risk assessment and disease predic-
tion. The large diversity of epigenetic marks is mirrored by the complex variability 
of their genomic patterns and distributions. Mining of large-scale genomic datas-
ets relies strongly on computational approaches and statistical models that should 
be carefully selected and adapted to fit the nature of the signals analyzed and the 
hypotheses tested. Here, we review recent advances in computational approaches 
used to analyze epigenetic data, with an emphasis on histone modifications and 
DNA methylation. We discuss the standard workflows for data acquisition, pro-
cessing, and transformation, as well as the computational approaches used to 
assess statistical significance in comparative analyses. We also discuss the 
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prediction methods utilized to associate epigenetic modifications with human dis-
orders and environmental factors.

Keywords: data modeling; disease prediction; DNA methylation; epigenetics; 
histone modifications.

INTRODUCTION

Gene expression is regulated by the interaction between DNA molecules and 
DNA-binding proteins such as transcription factors (TFs), coactivator, and core-
pressor complexes. Some of these complexes modify the chromatin structure and 
its transcription competency. Chemical modifications to DNA and DNA-associated 
proteins (histones) and non-coding RNAs are considered the main epigenetic 
mechanisms controlling genome activity. The term epigenetics was first coined by 
Conrad Waddington to describe a set of causal heritable mechanisms that trans-
late genotypes to phenotypes (1). More recent definitions describe epigenetics as 
modifications that regulate gene expression without altering the DNA sequence.

Epigenetic mechanisms are generally assessed by measuring their associated 
chemical tags or marks on target molecules, such as the methylation of cytosine 
or the acetylation of histone residues. The epigenome of a cell can be defined as 
the combination of all epigenetic marks at a given time across the genome that 
synergistically dictates the usage of the underlying DNA sequence. Given the large 
number of known epigenetic marks, and probably a much larger number of 
unknown ones, as well as the limitations of current epigenomics methods, the 
epigenome cannot be assessed as a whole, and current studies capture snapshots 
of only a small fraction of it. Epigenetic marks are dynamic and reversible and can 
undergo rapid changes during development and in response to various exposures, 
including drug treatment. Epigenetic alterations are also associated with a number 
of diseases and can be used as diagnostic and prognostic biomarkers of disease 
onset and progression, respectively.

The majority of epigenetic studies seek to identify changes between experi-
mental conditions and further leverage this information to explain other molecu-
lar or physiological alterations. The results of such comparative studies mainly 
rely on the statistical approach and selection criteria used. Here, we review cur-
rent knowledge of epigenetic mechanisms, with a focus on DNA methylation and 
histone modifications. We describe the workflows used to process and interpret 
epigenetic data generated by next-generation sequencing technologies. We also 
discuss the main computational approaches applied to identify differentially regu-
lated loci and prediction methods used to associate epigenetic changes with 
human disorders or environmental exposures.

DNA MODIFICATIONS

Cytosine methylation at the 5-carbon position (5mC) is the most frequent DNA 
modification in eukaryotes. In mammals, 5mC occurs almost exclusively in the 
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context of CpG dinucleotides (2), with the cytosines in both strands usually being 
methylated. The majority of CpG sites in mammalian genomes are methylated 
except at active regulatory elements (REs) (3, 4). 5mC is catalyzed by DNA meth-
yltransferases, DNMT1, DNMT3a, and DNMT3b. DNMT1 is a maintenance 
enzyme that ensures the inheritance of 5mC patterns during DNA replication, 
while DNMT3a and DNMT3b catalyze de novo DNA methylation (5). Formation 
of 5mC is reversible and can be converted by ten–eleven translocation (TET) 
enzymes to 5-hydroxymethylcytosine (5hmC), 5-formylcytosine (5fC), and 
5-carboxylcytosine (5caC) through three consecutive oxidation reactions (6), ulti-
mately leading to the unmethylated cytosine. Initially, 5mC oxidation derivatives 
were considered as intermediates in the process of DNA demethylation. However, 
recent investigations indicate that they may represent distinct epigenetic states 
with regulatory functions (7). Although 5mC was historically associated with 
gene silencing, genome-wide investigations have shown that 5mC readout 
depends on the genomic context. While a high level of DNA methylation at REs 
is indicative of transcriptional silencing, gene bodies show high levels of DNA 
methylation regardless of their expression status (3, 8). In addition to cytosines, 
eukaryotic DNA can also be methylated at the nitrogen-6 position of adenosine 
bases (6mA) (9). In contrast to cytosine modifications, adenosine modifications 
have received less attention and will not be discussed in this chapter.

ASSESSMENT OF CYTOSINE MODIFICATIONS

Cytosine modifications can be assessed by various methods (10) involving two 
main technologies, high-throughput sequencing and methylation arrays. While 
methylation arrays are restricted to annotated loci such as promoters and a frac-
tion of known enhancers, sequencing methods can potentially cover every cyto-
sine in the genome. Whole-genome bisulfite sequencing (WGBS) is currently the 
gold standard technique for assessing cytosine modifications at single-base resolu-
tion across the entire genome. WGBS is based on the bisulfite reaction that con-
verts unmodified cytosines (uCs) into uracils while 5mC and 5hmC bases are 
protected from the conversion (Figure 1). After DNA amplification and high-
throughput sequencing, uCs are read as thymines, whereas 5mC and 5hmC are 
read as cytosines. Given that WGBS cannot distinguish 5mC from 5hmC (11), the 
measured signal represents the sum of both modifications. However, the contri-
bution of each modification strongly depends on its relative abundance in the 
investigated tissue or cell type. 5hmC levels are generally very low in mammalian 
cells and vary across cell types and tissues. 5hmC is abundant in the brain but 
extremely low in blood and spleen and almost undetectable in cultured cell lines 
(12). 5hmC levels can be assessed by a subtractive approach through the combi-
nation of oxidative bisulfite sequencing (oxBS-seq) (13, 14) and bisulfite sequenc-
ing (BS-seq). oxBS-seq implies an oxidation step that converts 5hmC into 5fC, 
which is further converted by the bisulfite reaction into uracil and read as thymine 
after sequencing, similar to uCs. Therefore, oxBS-seq identifies real 5mC, while 
BS-seq identifies 5mC + 5hmC (Figure 1). Consequently, subtracting the oxBS-
seq signal from the BS-seq signal allows the computation of 5hmC levels (15), on 
the condition that the oxBS- and BS-conversion rates are very close to 100%. 
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The majority of DNA-methylation investigations are based on bisulfite conversion 
and assume that 5mC is the major cytosine modification and, therefore, neglect 
the contribution of 5hmC. The current chapter discusses only WGBS analysis, 
which is applicable to all BS-seq data, and the term DNA methylation will refer to 
5mC + 5hmC as measured by BS-seq, unless otherwise stated.

Sequence alignment, read count, and methylation calling

The first step in analyzing DNA methylation data is the alignment (mapping) of 
sequencing reads to the reference genome. To maximize the rate of read mapping, 
it is recommended to trim sequencing adapters and low-quality bases at read 
ends. This process can be performed by using Trim Galore (https://www.bioinfor-
matics.babraham.ac.uk/projects/trim_galore) or cutadapt tools (16). C-to-T bisul-
fite conversion results in reduced complexity of the converted DNA and subsequent 
loss of complementarity with the reference genome. The bisulfite reaction and sub-
sequent DNA amplification produce four individual strands from a single original 
fragment. Additionally, bisulfite libraries can be directional or non-directional, 
with the first approach preserving strand specificity in contrast to the second (17). 
BS-seq analysis tools such as Bismark (18) and QuasR (19) take into consideration 
these parameters and try to identify the best unique alignment by running four 
alignment processes simultaneously. Firstly, reads are C-to-T or G-to-A (reverse 
strand) converted and aligned to an equivalently converted genome. The align-
ment process is time-consuming and requires considerable computing resources. 
For large studies, a high-performance computing cluster is required.

As the assessment of cytosine status strongly depends on C-to-T conversion, 
the bisulfite conversion efficiency must be controlled for every experiment. 
Spiking samples with unmethylated lambda phage DNA provide an accurate 
estimation of bisulfite conversion as all cytosines in this genome should be 
converted. High-quality experiments produce conversion rates greater than 99%.

Figure 1  During bisulfite sequencing (BS-seq), unmodified cytosines (C) are read as thymines (T), while 
methylated (5mC) and hydroxymethylated cytosines (5hmC) are protected from bisulfite conversion 
and read as C. In this scenario, BS-seq does not discriminate 5mC from 5hmC. Oxidative bisulfite 
sequencing (oxBS-seq) includes an oxidation step, during which 5hmC is converted to 5fC and 
read as T after bisulfite sequencing, similar to unmodified C, while only 5mC is read as C. 5hmC 
proportions are computed by subtracting oxBS-seq signals from BS-seq signals.

https://www.bioinformatics.babraham.ac.uk/projects/trim_galore)
https://www.bioinformatics.babraham.ac.uk/projects/trim_galore)
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In classical WGBS experiments, where 5mC and 5hmC cannot be distin-
guished, both modifications are reported as methylated cytosines. In this context, 
the methylation level of cytosines is reported as the ratio of the number of reads 
with “C” (5mc + 5hmC) over the number of reads with either “C” or “T” (5mC + 
5hmC + C). These reads originate from a population of cells with variable meth-
ylation states. Therefore, the methylation ratio ranges from 0 to 1, where 0 cor-
responds to a fully unmethylated state and 1 indicates a fully methylated state. 
Tools such as Bismark and QuasR produce count matrices containing the number 
of methylated and unmethylated reads for every cytosine that can be used for 
further analysis. In studies combining the oxBS-seq and BS-seq approaches, 5mC, 
5hmC, and uC proportions can be computed using maximum likelihood esti-
mates (20) or binomial modeling (21). It is important to mention that calculating 
the simple difference between BS and oxBS signals as an estimate of 5hmC can 
produce negative proportions and sums (5mC + 5hmC + uC) greater than 1. Such 
inconsistencies may simply represent sequencing artifacts or low-coverage biases 
and have no biological significance.

DNA methylation patterns

Cytosine methylation, as measured by WGBS in the human (3) and mouse (4) 
genomes, has shown that 5mC occurs mostly in the context of CpG dinucleotides, 
while non-CpG methylation is a rare event. The 5mC frequency of individual CpGs 
has a bimodal distribution, with the majority of CpGs being highly methylated and 
a small subset of CpGs showing an unmethylated state. In addition to these two 
categories, a third population of CpGs shows an intermediate range of methylation 
ranging from 10 to 50% (Figure 2). At the genome scale, the methylome can be 
segmented into three distinct classes: fully methylated regions (FMRs), 

Figure 2  Epigenetic landscape. (A) Genomic distribution of the main epigenetic marks. Histones 
are depicted as yellow cylinders; black lines represent DNA, and modifications of histone 
tails are shown as circles. Transcription factors (TF) are indicated by hexagons. Grey blocks 
represent DNA methylation patterns. UMRs, LMRs and FMRs show the unmethylated 
regions, low-methylated regions and fully methylated regions, respectively. Assay for 
transposase-accessible chromatin using sequencing (ATAC-Seq) peaks are depicted in 
orange. (B) Genome browser snapshot illustrating DNA methylation patterns. ac: acetylation; 
H: histone; K: lysine; me: methylation; Pol II: RNA polymerase II.
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unmethylated regions (UMRs), and low-methylated regions (LMRs) (4). FMRs rep-
resent 90% of the genome and are enriched at inter- and intragenic regions. UMRs 
correspond to the majority of CpG islands and active promoters, while LMRs 
exhibit enhancer features such as specific histone marks and binding of TFs (4) 
(Figure 2). While the majority of genomic regions fit this classification, some cell 
types contain contiguous regions showing disordered states of methylation ranging 
from 0 to 100%, with little similarity between neighboring CpGs (3). These loci 
were termed “partially methylated domains” (PMDs). It is important to mention 
that PMDs and LMRs are two distinct methylation profiles, and particular attention 
should be paid to the behavior of PMDs in comparative investigations. Methylation 
distribution in PMDs may affect the identification of LMRs (22) and the computing 
of differential methylation between experimental groups. The presence of PMDs 
can be evaluated using, for instance, the MethylSeekR package (22), and whether 
or not to exclude them from the analysis depends on the study purpose.

Computing differential methylation

After methylation calling, the next step is to compare methylation profiles between 
experimental groups to identify differentially methylated cytosines (DMCs) or dif-
ferentially methylated regions (DMRs). Selecting the appropriate statistical model 
is the most important step in computing differential methylation for studies with 
biological replicates. The different statistical methods used to call DMCs/DMRs 
were summarized in an excellent review by Wreczycka et al. (23), which addressed 
additional aspects of DNA methylation analysis. In general, regression models are 
the best choice for comparing methylation profiles in studies with several repli-
cates per experimental group. The selected method should take into consider-
ation intra-group variability, which is more pronounced in in vivo and clinical 
studies. Beta-binomial distribution is a natural choice for computing differential 
methylation when biological replicates are available as it can correct for techni-
cal sampling and intra-group variability. A number of tools, such as DSS (24) and 
RADMeth (25), are based on the beta-binomial distribution. These tools compute 
differential methylation for single cytosines and require predefined file formatting. 
For more flexibility, the beta-binomial distribution is implemented in a number of 
R packages such as TailRank (https://cran.r-project.org/web/packages/TailRank/
index.html) and AOD (https://cran.r-project.org/web/packages/aod/index.html).

DMRs are usually called based on the FDR-adjusted P-value from the fitted 
statistical model. The value of methylation difference can also be used as an addi-
tional selection parameter. As the outcome of this approach is based on the cut-
offs used, it is important to have a global quantitative view of data distribution by 
generating volcano or simple scatter plots. Another important parameter in calling 
DMRs is the read coverage at the investigated position, because accurate evalua-
tion of methylation differences between samples requires decent read coverage. In 
our own work, we set the minimum number of reads to 15; however, this param-
eter can be changed depending on the data at hand. Computing differential meth-
ylation should also take into consideration a number of covariates such as age, 
sex, and other potential confounding factors. Finally, genetic variations can also 
affect methylation status, and particular attention should be paid to C/T 
single-nucleotide polymorphism (SNPs).

https://cran.r-project.org/web/packages/TailRank/index.html)
https://cran.r-project.org/web/packages/TailRank/index.html)
https://cran.r-project.org/web/packages/aod/index.html)
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In addition to differential methylation, increased variability in methylation lev-
els can also be observed at some loci in response to exposures (26, 27) or in rela-
tion to some diseases (28). These variably methylated regions (VMRs) have been 
suggested to be regions of stochastic epigenetic variations (29) that may indicate 
a certain degree of flexibility in the control of local chromatin structure. VMRs 
have been observed to occur preferentially at enhancers and 3′-untranslated 
regions (3′UTRs) (30), suggesting a potential role in gene regulation. VMRs can be 
called simply by calculating the variance; however, this approach is sensitive to 
intra-individual and technical variations. The multiple hypothesis testing approach 
has been suggested to call VMRs by distinguishing biological variability from 
intra-individual variations (31). Although this approach was applied to methyla-
tion arrays, it can also be adapted to sequencing data.

DNA methylation in disease research and risk assessment

Genome-wide association studies (GWAS) have been designed to identify risk-
associated SNPs that can be used as prediction tools in clinical investigations or 
for personalized medicine. Similarly, epigenome-wide association studies (EWAS) 
aim to derive potential associations between epigenetic marks and a particular 
trait, disease or exposure–response profile. To date, the vast majority, if not all, of 
EWAS have been based on DNA methylation. Therefore, these investigations 
should rather be termed “methylome-wide association studies” (MWAS). MWAS 
have been mainly conducted in the context of tumorigenesis, where the methy-
lome of cancer cells is characterized by global hypomethylation except at some 
CpG islands that undergo hypermethylation (32). MWAS have been also con-
ducted in relation to various diseases and phenotypes. The EWASdb database 
records 1319 MWAS associated with 302 diseases and/or phenotypes, including 
autoimmune, metabolic, and exposure-related disorders, to name a few (33).

To date, most MWAS have been based on methylation arrays that interrogate 
mainly annotated regions and poorly cover the complex network of distal REs. 
Given the central role of distal REs in genome regulation, it is crucial to interro-
gate the association of these loci with the traits of interest. For example, WGBS 
investigations in the mouse lung showed that cigarette smoke exposure mainly 
alters DNA methylation at candidate enhancers (identified as LMRs), while pro-
moters are less affected (34). The importance of distal RE is also illustrated by the 
fact that the majority of GWAS-identified hits are located in non-coding regions 
with potential regulatory function, arguing for their informative value in both 
GWAS and EWAS.

Ideally, a comprehensive MWAS would assess cytosine status at a genome-
wide level using WGBS and oxBS-seq in parallel to discriminate 5mC from 5hmC. 
However, this scenario requires high read coverage to accurately evaluate meth-
ylation variations. Finally, an adequate sample size is required to assure sufficient 
power to detect methylation differences (35). These requirements make whole-
genome investigations costly for studies involving large cohorts. Alternatively, 
cytosine methylation can be investigated for a defined set of genomic targets using 
capture techniques (36). This approach allows the design of custom sets of loci to 
address specific needs and to increase the read coverage per site, while reducing 
the cost.
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MWAS must also take into consideration inter- and intra-individual variations 
in DNA methylation levels. Unlike genetic information, where all cell types share 
the same genome, the epigenome varies between cell types and tissues. Thus, 
epigenome profiling in peripheral sources such as blood and saliva may not reca-
pitulate the variations occurring in specific target organs. Cell heterogeneity in 
liquid biopsies may also complicate the use of DNA methylation variations as reli-
able biomarkers. Additionally, epigenetic marks change over time, are sensitive to 
environmental factors and health status, and may be affected by genetic variants. 
The aforementioned confounding factors and many others should be considered 
during the experimental design and computational framework.

DNA methylation results are generally reported as the difference in mean 
methylation ratios between experimental groups, with P-values derived from a 
sound statistical model. In most MWAS, the effect size is modest. It is rare to 
observe cytosines moving from the unmethylated state to fully methylated state or 
vice versa except when comparing methylomes from different cellular origins (37). 
Usually, the association between the response variable (disease, exposure, and the 
like) and explanatory variable (DNA methylation level) relies on the P-value, 
while the effect size is neglected, thus reducing the applicability of MWAS in per-
sonalized medicine. For example, the cg03636183 CpG site located in the F2RL3 
gene is considered a strong marker of cigarette-smoke exposure in blood samples. 
The median methylation level of this CpG is 95% in never smokers and 83% in 
smokers (38). Despite the methylation difference of 12%, this site still belongs to 
the category of fully methylated CpGs and can hardly be used to distinguish 
smokers from non-smokers. However, this site and many others are reproducibly 
found to be differentially methylated in independent cohorts in relation to smok-
ing. Given the binary nature of 5mC at the allele level, these reproducible, but 
weak, variations can be explained by the cellular heterogeneity of blood samples. 
Some DNA methylation variation may reflect the cell-type composition of blood 
samples (39, 40). As mentioned earlier, the measured methylation level represents 
the average of events occurring in a population of cells. Therefore, cell-type-spe-
cific variations may be diluted in the averaged bulk signal. It has been shown that 
many loci, including cg03636183 in F2RL3 and cg05575921 in AHRR, exhibit 
distinct patterns of smoking-associated methylation variations across blood-cell 
types (41). Investigating DNA methylation variations in specific cell types may 
reduce the bias linked to cell heterogeneity and allow more accurate detection of 
cell-type-specific DMRs or DMCs.

Leveraging epigenetic associations to causal biologic mechanisms is still chal-
lenging. DNA methylation variations can be the cause or consequence of the 
investigated phenotype. This complex interaction is illustrated by the chronology 
of promoter hypermethylation in cancer cells. It has been reported that some 
transcriptionally silenced promoters in healthy cells become aberrantly hyper-
methylated during tumorigenesis, implying that the hypermethylation of some 
loci is likely the consequence, rather than the cause, of tumorigenesis (42). Despite 
the lack of clear causality to cancer etiology, DNA methylation levels of a limited 
set of loci have been used to develop diagnostic tests for colorectal, prostate, and 
bladder cancers (43). Cologuard®, a DNA methylation-based diagnostic kit (Exact 
Sciences Corporation, WI, USA), was the first stool DNA screening test approved 
by the U.S. Food and Drug Administration for colorectal cancer.
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Machine learning in MWAS

Machine-learning (ML) algorithms are promising tools for identifying methylome 
variations predictive or indicative of certain phenotypes or exposures. These algo-
rithms seek to identify a set of loci (features) whose methylation levels can be used 
as a signature to categorize samples from different experimental groups (classifica-
tion methods) or to estimate continuous metrics such as age (regression meth-
ods). In the context of MWAS, classification algorithms have been mainly used to 
classify cancer samples. Random forest (RF)-based supervised learning is one of 
the most used ML algorithm in MWAS (37, 44, 45). For example, this algorithm 
has been used to construct a DNA methylation signature based on 20 loci for 
stratifying different types of brain metastasis. This signature also showed a good 
performance on samples from a test set that was not used to train the model (37). 
The good classification power of this signature is probably due to the cell-type-
specific DNA methylation patterns of primary tumors. The RF algorithm has been 
also used to build DNA methylation signatures to classify different tumor types, 
including breast, kidney, and thyroid carcinomas (44), and to classify central ner-
vous system tumors (45). DNA methylation has been also used to classify sub-
types and predict treatment outcome in patients with childhood acute 
lymphoblastic leukemia using the nearest shrunken centroids (NSC) approach.

Regression algorithms have been also applied to methylome data, mainly in 
the context of age prediction. DNA methylation of a limited set of CpGs has been 
used to build age predictors in humans (46, 47) and mice (48, 49). One of the 
first epigenetic predictors of age, termed the Horvath clock (46), is a multi-tissue 
predictor based on 353 CpGs and can estimate chronological age in test samples 
with a median error of 3.6 years. This model has been derived from 8000 methy-
lomes using elastic-net regression. After this pioneering work, a number of other 
DNA methylation clocks have been developed using other tissues and regression 
algorithms (50). Regularized linear regressions are the most used algorithms for 
building age predictors. The regression method selected depends on the data at 
hand and the questions to be answered. Although the most accurate DNA meth-
ylation clocks are derived from elastic-net regression, the beneficial effects of anti-
aging interventions are better computed by ridge regression-based clocks (49). 
ML approaches have mainly been applied to data generated by methylation arrays 
and are only starting to be used for sequencing datasets. In the context of sequenc-
ing datasets, the aforementioned limitations for computing differential methyla-
tion are also valid for ML approaches, and particular attention should be paid to 
poorly covered sites.

CHROMATIN REGULATION

Chromatin is a DNA–protein complex, the primary function of which is to orga-
nize the genetic material in a compact form to fit into the nucleus. The fundamen-
tal chromatin unit, the nucleosome, consists of 147 DNA base pairs wrapped 
around histone octamers. Multiple histone residues, mainly at histone tails, can 
undergo covalent post-translational modifications (PTMs), including methyla-
tion, phosphorylation, acetylation, and SUMOylation. PTM regulation involves 
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three families of epigenetic enzymes: writers that catalyze the addition of various 
chemical groups, readers that recognize and interpret these modifications, and 
erasers that remove them to ensure dynamic epigenetic regulation (51).

Genome-wide mapping of PTMs has identified their functional association 
with chromatin properties, transcriptional competency, DNA-damage repair, and 
DNA replication. The combination of PTMs at a particular locus shapes the local 
chromatin structure and modulates transcriptional activity. This combinatorial 
regulatory code has been termed “histone code.” For example, trimethylation of 
lysine 4 of histone 3 (H3K4me3) marks actively transcribed promoters, while 
monomethylation of the same residue (H3K4me1) marks active enhancers. 
Acetylation of any histone residue (e.g., H3K27ac, H3K9ac or H3K14ac) is always 
associated with active REs (Figure 2). Other PTMs are associated with transcrip-
tional repression. For example, H3K9me2 is a key marker of heterochromatin 
domains (52), and H3K27me3 indicates polycomb group silenced loci (53).

Profiling histone modifications by ChIP sequencing

Chromatin immunoprecipitation (ChIP) followed by high-throughput sequenc-
ing (ChIP-seq) is a powerful technique for profiling the genomic distribution of 
PTMs and other DNA-binding proteins such as TFs and epigenetic enzymes. 
ChIP-seq involves an immunoprecipitation (IP) step using antibodies directed 
against the target protein. The captured DNA is further subjected to next-genera-
tion sequencing, and the resulting reads are mapped to the reference genome to 
identify the binding sites of target proteins (Figure 3). The general assumption is 
that target protein binding sites will produce more reads than the rest of the 
genome, which will be covered by the sequencing noise/background captured by 
unspecific binding of the IP antibody. The sequencing noise is generally assessed 
by sequencing a fraction of the input chromatin prior to the IP step. This noise is 
not uniform and reflects local chromatin accessibility, amplification, and mappa-
bility biases. The interpretability of ChIP-seq experiments strongly depends on 
antibody specificity, the amount of starting material, and epitope integrity after 
cell lysis and chromatin shearing. The impact of these parameters is reflected by 
the signal-to-noise ratio in the sequencing data.

Once the sequencing reads are aligned to the reference genome, the next step 
is to identify genomic regions that are enriched for the target protein. This step is 
usually termed peak-calling, because the first ChIP-seq experiments were mainly 
designed to map TFs and resulted in very short enriched regions (0.5 kb to 1 kb) 
with a peak shape and clear summit (maximum read density) when visualized on 
genome browsers. However, not all ChIP-seq experiments generate narrow peaks. 
Some PTMs such as heterochromatin marks are uniformly enriched in very large 
regions with no clear summit, while other PTMs such as active promoter marks 
(e.g., H3K4me3 and H3K9ac) are enriched in relatively short regions (1 kb to 
2 kb) with a clear local maximum read density. More complex patterns include a 
mixture of narrow peaks and diffused regions such as the H3K27me3 mark. The 
majority of peak-calling tools (listed in two reviews (54, 55) were designed to 
detect narrow peaks and may not perform accurately on ChIP-seq experiments 
with broad and diffuse enriched regions. However, some tools such as the popular 
MACS (56) and Epic (57) have included new parameters to model mixed enrich-
ment events in recent updates.
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Modeling the background distribution of reads is an important step in peak 
detection and can be performed from the input control, but not all studies include 
this control. Consequently, the majority of algorithms model the intrinsic back-
ground of ChIP samples. While this approach performs well for narrow-peak 
experiments, it provides poor results for diffuse enriched regions. In our opinion, 
the input control should be included in all ChIP-seq experiments. A simple scatter 
plot comparison of read counts over genomic windows from ChIP samples versus 
the input control (Figure 4) provides a primary evaluation of ChIP-seq quality. 
Additionally, we believe that the input control is mandatory for investigating het-
erochromatin marks, given their genomic distribution. Finally, particular atten-
tion should be paid to repetitive elements that produce very short peaks with a 
high number of reads, as these peaks represent sequencing biases rather than 
binding events.

Figure 3  ChIP-seq workflow. Sheared chromatin is incubated with an antibody directed against 
the target protein. Upon purification, the captured DNA is then subjected to high-throughput 
sequencing, and the resulting reads are aligned to the reference genome. Aligned reads can 
be visualized on genome browsers and computed to identify binding sites of target proteins.
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The initial goal of ChIP-seq experiments was to investigate the genomic distri-
bution of DNA-binding proteins in the context of basic research, and the first 
ChIP-seq studies rarely included biological replicates. Comparative analyses 
mainly consisted of detecting differentially enriched regions at defined coordi-
nates, such as annotated promoters based on read count cut-offs. With the con-
tinuous decrease in sequencing costs and widespread application of the technique, 
including in clinical investigations, most recent studies include biological 
replicates. A number of approaches have been suggested to leverage biological 
replicates to improve the accuracy of peak detection (58). Most of these methods 
compare the overlap between peaks detected independently in the different repli-
cates and select confident peaks based on reproducibility. While this approach is 
convenient for identifying highly confident-enriched regions, it is not suitable for 
identifying significantly differentially enriched regions based on read counts in 
comparative analyses (e.g., case vs. control).

To identify differentially enriched regions between experimental groups, we 
suggest that the analysis should include all potentially bound regions, even those 
with low confidence. If a peak caller is used, peaks from different replicates and 
experimental groups can be merged to build a unique set of loci. A more holistic 
approach consists of assessing differential binding/enrichment at genomic win-
dows along the chromosomes. Once a consensus set of loci is defined, read counts 
can be generated for all replicates. Differential binding can then be computed 
based on read counts similar to differential expression in RNA sequencing data. 

Figure 4  Example of a high-quality ChIP-seq experiment. The genome-wide ChIP signal 
(number of reads per 1-kb window) is plotted against the corresponding input control. 
Enriched/bound loci (indicated in green) show higher read numbers in the ChIP sample than 
in the input control. Unbound loci show low read numbers in the ChIP sample. Reads 
originated from unspecific binding and/or sequencing biases are present equally in ChIP and 
input samples (indicated in red).
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This step can be performed using the DEseq2 package (59), which uses negative 
binomial distribution to compute the statistical significance between groups. 
Other packages such as Diffbind and MMDiff have been developed specifically for 
differential ChIP-seq analysis. Diffbind uses DEseq2 internally but offers the pos-
sibility to integrate input controls, while MMDiff takes in account the distribution 
of reads within the enriched regions. The choice of which approach to use is dic-
tated by the questions to be answered, number of replicates, and availability of 
control experiments. Although the majority of available tools perform a normal-
ization step, it is important to ensure the scaling of unequal datasets by library 
size.

Genome-wide chromatin investigations are rarely conducted in clinical studies 
because of the complexity of chromatin properties, amount of starting material 
required, and multiplicity of processing steps. Additionally, histone modification 
patterns are cell-type-specific and need to be generated from target organs rather 
than from peripheral sources, which restricts the investigations to postoperative 
and post-mortem samples. A search for clinical trials involving chromatin among 
the 308,830 clinical trial records available in the ClinincalTrials.gov database 
resulted in only 82 and 16 hits for the terms chromatin and ChIP-seq, respec-
tively. The recent adaptation of the ChIP-seq protocol to small cancer biopsies 
(60) may, however, facilitate the future use of this approach in clinical studies.

Assessing chromatin accessibility by ATAC-seq

The assay for transposase-accessible chromatin using sequencing (61) (ATAC-seq) 
allows detection of accessible (i.e., open) chromatin regions, which are mainly 
active REs and TF-binding sites. ATAC-seq is based on a process called tagmenta-
tion, which involves simultaneous fragmentation and sequencing-adapter liga-
tion. This reaction is carried out with a hyperactive mutant of Tn5 transposase 
that inserts sequencing adapters into open chromatin regions. Reads produced 
from these regions during high-throughput sequencing are used to detect peaks, 
similar to ChIP-seq data. While ChIP-seq ideally requires a few million cells, a 
standard ATAC-seq experiment requires only 50,000 cells, making it more suit-
able for studies with a limited amount of starting material. Although ATAC-seq 
provides no information about the identity of the binding proteins, ATAC-
seq-enriched regions show high overlap with active RE-associated PTMs such as 
H3K4me3 and H3K27ac. ATAC-seq has been recently used to investigate open 
chromatin distribution in 23 cancer types (62).

CONCLUSION

Advances in sequencing technologies have enabled scientists to reveal the striking 
immensity of gene-regulation mechanisms and, particularly, the large repertoire of 
epigenetic pathways. Although a number of these mechanisms are now well 
understood, many others remain to be elucidated. For example, the human 
genome codes for hundreds of TFs, but only a small fraction of them have been 
studied (63). Similarly, the roles of many histone and DNA modifications remain 
unclear. Transcriptional alterations play a central role in almost all human 

http://ClinincalTrials.gov
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disorders, and these alterations are very likely preceded by changes in epigenetic 
patterns and TF binding and/or activity.

The diversity of measurable epigenetic marks holds the promise of using epi-
genetic events as early markers of human disorders and for providing mechanistic 
clues to disease etiology. However, this initial excitement about epigenetic mark-
ers has been tempered by the complexity of their biological outcomes and their 
interactions with other molecular signals (e.g., gene expression). At the molecular 
level, most, if not all, epigenetic marks are binary, and their variations in some loci 
can, in theory, be used to monitor a number of biological processes. However, 
most of the observed epigenetic changes in EWAS are modest and reflect the aver-
age of events occurring in a heterogeneous population of cells. Advances in single-
cell investigations may help unveil more reliable epigenetic markers as exemplified 
by the recent characterization of DNA methylation profiles of circulating tumor 
cells using single-cell methylomes (64) and single-cell ChIP-seq investigation of 
breast cancer heterogeneity (65). Another limitation of currently available EWAS 
is the poor investigation of non-coding regions that contain most of the distal REs 
and represent the vast majority of disease-associated variations at the genetic level.

In our opinion, improvement of EWAS outcomes should be articulated around 
three main axes: reduction of cell-type heterogeneity, increase in genome cover-
age, and combination of a larger panel of epigenetic marks. Overcoming these 
challenges will require massive computational and technical efforts in both aca-
demic and industrial research. Generating interpretable genome-wide data from 
low cell number or single-cell samples will likely be the next breakthrough in 
clinical investigations. This new type of data will require the development of new 
computational approaches prioritizing personalized assessment rather than group 
comparisons. Computational investigations should also leverage the diversity of 
epigenetic marks together with other omics data to better understand the flow of 
events leading to disease onset, possibly identifying combinatorial markers for 
disease progression and drug response.
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